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Abstract
Caricatures are an artistic representation of human faces to express satire and humor. Caricature generation of human faces
is a hotspot in CG research. Previous work mainly focuses on 2D caricatures generation from face photos or 3D caricature
reconstruction from caricature images. In this paper, we propose a novel end-to-end method to directly generate personalized
3D caricatures from a single natural face image. It can create not only exaggerated geometric shapes, but also heterogeneous
texture styles. Firstly, we construct a synthetic dataset containing matched data pairs composed of face photos, caricature
images, and 3D caricatures. Then, we design a graph convolutional autoencoder to build a non-linear colored mesh model
to learn the shape and texture of 3D caricatures. To make the network end-to-end trainable, we incorporate a differentiable
renderer to render 3D caricatures into caricature images inversely. Experiments demonstrate that our method can achieve 3D
caricature generation with various texture styles from face images while maintaining personality characteristics.

CCS Concepts
• Computing methodologies → Image processing; Mesh geometry models;

1. Introduction

A caricature is an art form of depicting persons by exaggerating
or abstracting the features of a face. As a medium to convey sar-
casm or humor, caricatures are mainly used in daily life, such as
video games, entertainment activities, advertisements, and person-
alized avatars in the film. The creation of caricature is complicated,
and it is often designed carefully by the artists. With the develop-
ment of deep learning, 2D caricatures generation [SDJ19, JJJ∗21]
using image translation and GAN has gained impressive perfor-
mance in computer graphics. However, many scenarios, including
virtual reality, cartoon character creation, animated film, 3D print-
ing, etc., show that the 3D caricature is an indispensable represen-
tation rather than a 2D caricature. Modeling a high-quality 3D cari-
cature requires professional 3D artists and their labor-intensive and
time-consuming work. Therefore, generating expressive 3D face
caricatures from minimal input, such as a single natural face image,
is a highly demanding but challenging task. However, obtaining 3D
caricatures from face images is still a step-by-step process in exist-
ing methods, which firstly apply style transfer to face photos to gen-
erate caricature images [SDJ19] and then perform 3D reconstruc-
tion for caricature images [ZCGP21]. Because of the intrinsically
double heterogeneous domain (cross-style and cross-dimension)
between face images and 3D caricatures, it is very challenging to
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construct 3D caricatures from a single face image directly. There
are two key issues that need to be addressed in solving the dual
cross-domain problems. One is how to define the style of carica-
tures, and the other is how to develop a medium from 2D domain
to 3D space. The caricature style can be divided into geometric
shapes and color textures. The shape usually refers to the exagger-
ation of a person’s facial contours and facial features on the basis
of maintaining personality characteristics; color texture style is the
appearance, for example, Picasso’s abstract style or the black and
white style of old photos, etc.

2D caricature generation works have defined a variety of cari-
cature styles. To solve the cross-style issue, we make an interme-
diary bridge between the face image and the 3D caricature, i.e.,
the caricature image. [SDJ19] decouples the caricature image into
content and color style. The two aspects are combined to obtain dif-
ferent styles of caricature. We employ the work to generate diverse
styles of 2D caricature on face images, and then use the 3D cari-
cature reconstruction method [ZCGP21] to obtain 3D caricatures,
so that the style of our 3D model comes from 2D caricature. We
obtain a synthetic dataset at the same time, which is very mean-
ingful. To deal with the cross-dimension problem, we construct a
3D caricature model as a bridge between 2D and 3D domains. The
conventional PCA-based face model like 3DMM [BV99] has lim-
ited extrapolation ability. It cannot express the exaggerated part that
exceeds the normal face threshold or is not ‘seen’. Experiments
have proved that the auto-encoder based on mesh convolution pro-
posed by [RBSB18] has better reconstruction ability and extrap-
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Figure 1: Overview of our framework. We use Resnet50 to extract embeddings of texture, shape, and pose. Styles are encoded by two fully
connected layers. The texture (TexDec) and shape (ShaDec) decoders are respectively used to learn the texture and shape mesh of a 3D
caricature. The differentiable renderer renders the 3D caricature into a 2D caricature image. FaceNet aims to maintain identity consistency.

olation ability than PCA. Inspired by [RBSB18], we propose an
autoencoder that joint encodes and separately decodes the shape
and texture. The latent vectors of the shape and texture are used as
low-dimensional representations of 3D caricatures.

In this paper, we propose an end-to-end network to generate 3D
caricatures from face photos. ResNet is employed to extract param-
eters of the 3D caricature model from face images, and then we use
two decoders to restore colored meshes of the caricature. Because
the synthetic dataset has different caricature styles, our framework
can generate 3D caricatures with various texture styles. However,
the 3D synthetic data is not the real ground truth. We only use this
data as weak supervision of the network. To refine the generated
results and make the network end-to-end trainable, we introduce a
differentiable renderer to render the 3D object into an image. Ex-
periments show that our method can quickly generate 3D carica-
tures of different styles.

The contribution of this article can be summarized as:

• We propose a novel end-to-end neural network that only inputs a
face image to quickly generate personalized 3D caricatures with
an exaggerated shape and textures of four different styles.
• We construct a synthetic dataset, including 2D natural face im-

ages, caricature images, and 3D caricatures. The caricature data
consists of four different styles. These synthesized data can be
used to assist network training.
• With the graph convolutional auto-encoder, we design a new 3D

caricature representation of shape and texture.

2. Related Work

2D Caricature Generation. With the development of GAN and
style transfer, 2D caricature generation [CLY18, HHD∗18] has
achieved impressive performance. Compared with standard face
images, caricatures have two main differences: exaggerated shape
and color style difference. WarpGAN [SDJ19] generates carica-
tures from face photos with different exaggerated shapes and var-
ious appearance styles. In geometry, WarpGAN predicts a set of
control points that could simultaneously distort photos and main-
tain identities. Furthermore, WarpGAN combines random-styled
latent space with the content component of the input face to
get different styled caricatures. Similarly, StyleCariGAN [JJJ∗21]

is a novel caricature generation framework based on StyleGAN
[KLA19], which can automatically generate caricature and control
the shape degree and color stylization. In particular, it can create
more realistic and detailed caricatures. However, these works all
focused on the image domain without involving the 3D caricature.
3D Caricature Reconstruction. Following the excellent work on
2D caricature generation, reconstructing 3D caricatures receives in-
creasing attention. Recently, Wu [WZL∗18] introduced a 3D cari-
cature geometry model on vertex based on intrinsic deformation
representation built from a standard face database FaceWareHouse
[CWZ∗13]. Zhang [ZCGP21] proposed an automatic caricature re-
construction method. The method first built a database with carica-
ture images and corresponding caricature meshes. It then utilized
the caricature model in Wu [WZL∗18] to regress the 3D carica-
ture shape and orientation from the input 2D caricature. Due to the
lack of high-quality and diversified 3D caricature mesh, Qiu pro-
posed the 3DCariShop [QXQ∗21], which contained 2000 3D car-
icatures manually crafted by professional artists. 3DCariShop was
a parametric mesh representation based on PCA, which employed
the landmark-guide strategy to reconstruct caricature mesh. While
these methods have spared no effort on caricature reconstruction
instead of 3D caricature generation from face photos and none of
these architectures build a caricature texture model. In contrast, we
aim to generate 3D caricatures from face images in an end-to-end
manner. To achieve the goal, we first construct a synthetic dataset,
based on which we design the mesh model and texture model of 3D
caricatures simultaneously. The two models are obtained by train-
ing the graph convolutional auto-encoder.

3. Methodology

Given a face photo, we aim to generate a 3D caricature automati-
cally. Our framework is illustrated in the Figure 1. A CNN is em-
ployed to regress the coefficients of the 3D caricature model from
face images. To further optimize the generated results, we use a
differentiable renderer to render the estimated 3D caricature to a
2D image. Since the synthetic 3D data is not the real ground truth,
our method is weakly supervised. We will introduce each compo-
nent in the following chapters. First, the synthetic dataset is ex-
plained in chapter 3.1. After constructing 3D caricatures, we train
an auto-encoder to obtain shape and texture representations of car-
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Figure 2: The process of data preparation.

icature, which is presented in chapter 3.2. The first two sections are
the preparation stage. The details of the entire end-to-end network
framework will be introduced in section 3.3. The loss functions that
constrain the entire network are described in section 3.4.

3.1. Data Preparation

The dataset contains three parts: face images, caricature images
with four different styles, and 3D caricatures with four different
styles (including textures). The three types of data have identity
consistency. The process of constructing data is shown in Figure 2.
Face Photo. We employ the face dataset CelebA [LLWT15], a
large-scale face attribute dataset containing 200k faces, covering
large-scale pose changes and different backgrounds.
2D Caricature. We utilize the WarpGAN [SDJ19] to generate 2D
caricatures from face images. We produce four styles of caricatures,
one that exaggerates the shape without changing the color style, and
the other three stylize the color of the skin on top of the exaggerated
shape. Since the caricature images generated by the neural network
may be blurred or lost important details, we use image enhance-
ment algorithms [WZC∗20] to refine the caricature images.
3D Caricature. We use the method [ZCGP21] to reconstruct the
3D mesh from the caricature image. However, it only builds a ge-
ometry model without the texture part. To obtain the mesh colors,
we project the mesh to get the pixel value from the caricature im-
age for each mesh vertex. Due to the limited accuracy of the 3D
reconstruction, the projected mesh may deviate from the face re-
gion, which inevitably allows the mesh color to capture the back-
ground or hair. Therefore, we deleted the bad 3D data through man-
ual screening. Through the above procedures, we obtain 10k face
images, 40k caricature images, and 40k 3D caricatures to train our
network end-to-end. As the 2D caricature generated from the neu-
ral network is not exaggerated enough, we additionally reconstruct
7k 3D caricatures from caricature images drawn by artists. All the
3D caricature colored meshes are sent into an auto-encoder to learn
a 3D caricature representation.

3.2. Caricature Shape and Texture Representation

Mesh Convolution. A mesh with vertices and edges can be defined
as a graph F=(V,A), where V ∈ Rn×F in

is a set of n vertices with F in

attributes like vertex positions {x,y,z} or texture color {r,g,b} and
A ∈ {0,1}n×n is a sparse adjacency matrix, which represent the

connections status between vertices. The graph Laplacian is defined
as L = D−A, where D is the diagonal matrix that represents the
vertex degree Dii = ∑ jAi j. Since L is a real symmetric matrix that
can diagonalized by Fourier basis U = [u0,u1, ...,un−1]∈ Rn×n, we
can compute L = UΛUT ∈ Rn×n, with the non-negative eigenval-
ues matrix Λ. The Fourier transform of our 3D face representation
x ∈ Rn×F in

is defined as xw = UT x, with the inverse Fourier trans-
form x = Uxw. We formulate the mesh filter gθ with a Chebyshev
polynomial [DBV16] of order K given by

gθ(L) = ∑
K−1
k=0 θkTk(Lw). (1)

where θ is a vector of Chebyshev coefficients and Tk is the Cheby-
shev polynomial of order k, which can be recursiverly computed by
Tk(x)= 2xTk−1(x)−Tk−2(x) with T0 = 1 and T1 = x. Therefore, the
spectral convolution can be written as in [DBV16]

yi = ∑
Fin
i=1gθi, j (L)xi ∈ Rn. (2)

where x ∈ Rn×Fin is the input and y ∈ Rn×Fout is the output of the
mesh convolution operations.
Mesh Sampling. We utilize the surface simplification algorithm
[GH97] especially quadric error metrics to define our sampling op-
erations through two kinds of matrix Qd and Qu. To perform down-
sampling of a colored mesh with m vertices from n vertices, we
employ a binary transformation matrix Qd ∈ {0,1}n×m, which is
calculated by contracting vertex pairs iteratively using quadric ma-
trices. The q-th vertex is kept when Qd(p,q) = 1, or discarded if
Qd(p,q) = 0,∀p .The Qu matrices is built during the process of
down-sampling, since the q-th vertex is discarded during down-
sampling and the vertex is restored in Qu. The up-sampled mesh
with vertices Vu is calculated through Vu = QuVd .
Shape & Texture Auto-Encoder. We learned a latent representa-
tion of a colored mesh using a graph convolutional auto-encoder
that consists of an encoder and two decoders (Figure 3). Both
the encoder and decoder contain 4 mesh convolutions with K = 6
Chebyshev polynomials. Each of the convolutions is followed by a
biased Relu and a sampling operation which reduces or increased
the number of mesh vertices by approximately 4 times. The en-
coder transforms the colored mesh from Rn×6 with input mesh ver-
tices v = {x,y,z,r,g,b} to a 256 latent vector using a fully con-
nected layer at the end. The shape decoder reconstructs the mesh
vg = {x,y,z} ∈ Rn×3 from the first 128 numbers of the vector and
the texture decoder obtains the texture vt = {r,g,b} ∈ Rn×3 from
another 128 latent parameters. To train the network we employ the
L1 loss between the predicted colored mesh by contacting the vg

and vt and the input caricature vertices v ∈ Rn×6. We utilize the
two decoders as our 3D caricature model that can construct colored
mesh from the latent vector in the whole architecture.

3.3. 3D Caricature Generation Network

With the dataset and 3D caricature model, we use ResNet
[HZRS16] as the face encoder to regress the latent coefficients by
modifying the last fully connected layer to 262 neurons, which
are further split into three parts 128, 128, and 6. The first 128-
dimensional latent embedding is used to generate a mesh, and the
other 128-dimensional representation is sent to the texture decoder.
To control the texture styles of 3D caricature, we use one-hot en-
coding to project the styles. For example, the skin texture styles can
be expressed as the style vector (1,0,0,0), and the following three
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Figure 3: The auto-encoder of caricature colored mesh.

styles are green style and orange style, and black-and-white style.
We use two fully connected layers to map the four style vectors
to the same dimension as the texture model and add them to the
texture representation. In this way, we can control the styles of 3D
caricatures. The 6-dimensional vector represents the pose.
Camera Model. Since the output of the shape texture decoder is a
colored mesh within a unit sphere. A camera model is required to
project the 3D mesh from the object-centered Cartesian coordinates
into an image plane in the same Cartesian coordinates. We utilize
the perspective camera model with an empirically selected camera
station and focal length for the projection process. The pose p∈ R6

is represented by rotation R ∈ SO(3) and translation t ∈ R3.
Differentiable Render. To train our network end-to-end, we em-
ploy a differentiable rendering layer, through which we project the
3D caricature into a 2D image with the predicted colored mesh
and pose. The differentiable renderer [GCM∗18], also known as
the rasterizer-based deferred shading model, generates barycentric
coordinates and corresponding triangle IDs for each pixel at the
image plane. Since the normal and color attributes of mesh vertices
are interpolated at the corresponding pixels, gradients can be easily
backpropagated through the renderer to the latent parameters that
make the architecture trained end-to-end.
FaceNet. In particular, a pre-trained FaceNet is used to extract face
and caricature features to guarantee identity consistency which is
introduced in detail in section 3.4.

3.4. Loss Function

Pixel-wise Loss. A straightforward way to measure the photomet-
ric discrepancy is to compute the difference between the rendered
image and the input caricature. We formulated a pixel loss based
on the L2 norm. Since caricature images may have occlusions like
glasses, we introduce a skin attention mask following [JR02b] to
focus on the face region. The pixel-wise loss is defined as:

Lpix(I, I
′) =

∑i∈Mpro j
Mi

∥∥Ii− I′i
∥∥

2

∑i∈Mpro j
Mi

. (3)

where I is the 2D caricature and I′ is the rendered image, especially
i is the pixel index, Mpro j is the face area and M is the skin mask.
Identity-Preserving Loss. Although the rendered image may be
similar to the input caricature image through the constrain of pixel-
level loss during the training, the generated 3D caricature might
not look like the input face photo, especially under extreme cir-
cumstances. To ensure identity consistency and lower photometric
errors with smoother textures, we introduce an identity-preserving
loss. We use FaceNet [SKP15] to extracted a 128-feature vector for

the input face image and the rendered image, and we compute the
cosine distance to measure the similarity. The function is:

Lid(I f , I
′) = 1−

〈
F(I f ),F(I′)

〉∥∥F(I f )
∥∥ .‖F(I′)‖

. (4)

where I f is the input face photo, I′ is the rendered caricature image
and F(.) denotes the feature encoding by FaceNet. In particular,〈
F(I f ),F(I′)

〉
is the inner product.

Landmark Loss. The alignment error is treated as the point-to-
point distance between the 68 2D landmarks of the input caricature
and the projected 3D landmarks, which are specially labeled on the
caricature template mesh. To obtain the accurate 2D landmark po-
sitions of a caricature, we employ the method in [YNS19] which
is especially proposed for caricature landmark detection. Since the
3D landmark indexes are fixed on the mesh vertex, the 3D landmark
locations heavily rely on the shape of the mesh and pose. Therefore,
the landmark loss can better constrain the parameters related to ge-
ometry and the camera. The landmark term is in the following:

Llan =
1
n

n

∑
i=1

∥∥qi−q′i
∥∥

2 . (5)

where qi indicates the i-th landmark position of 2D caricature and
q′i is the 3D landmark projection location.

In summary, we constrain our network by minimizing weighted
combination of above loss terms in the following:

L = λpixLpix +λidLid +λlanLlan. (6)

4. Experiments

4.1. Training Details

Since our 3D caricature model is constructed by neural networks
instead of the PCA morph model, we firstly pre-train the colored
mesh auto-encoder introduced at Section 3.2 for 300 epochs with
a learning rate of 8e-3 and a learning rate decay of 0.99 . We use
stochastic gradient descent to optimize the L1 loss between pre-
dicted colored mesh and input samples. The training data is the 3D
caricature colored mesh which is represented as v ∈ {x,y,z,r,g,b}.
We use the two decoders as our 3D caricature model and the trained
parameters as the initial parameters for the entire framework.

For the whole pipeline, the inputs are the face photo and 2D
caricatures of 4 styles, and the outputs are 3D caricatures of 4
styles. We detect and crop out the face region of input images,
which are then resized to 224× 224. Since our framework is too
large and difficult to train, we pre-train the Resnet for 10 epochs
by minimizing the L2 loss between the predicted 3D caricature
and the colored mesh we constructed. The weights pre-trained in
auto-encoder are as two decoders initialization. Then we trained the
whole pipeline with the pre-trained weights for 200 epochs using
the ADAM optimizer with lr = 1e-4. Our algorithm is implemented
in TensorFlow and trained on a GTX 2080Ti. Furthermore, we set
different weights for the losses, where Lpix = 2.5, Lid = 0.2 and
Llan = 1e−6.

4.2. Generated 3D Caricatures

During testing, only one face image is needed to generate 3D cari-
catures. In particular, our method can capture personality character-
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Figure 4: Results of our algorithm.

istics, exaggerate face shapes, and transform texture styles of por-
trait images. For example, pointy chin faces produce more pointy
chin faces, and long faces produce longer faces, which can be ob-
served in the first row of Figure 4. Furthermore, when face im-
ages are collected without controlled environments, such as wear-
ing glasses or hats and strong lights, our network can still achieve
a good appearance, demonstrating the powerful generation abilities
when facing challenging inputs.

4.3. Comparisons

Runtime. Our method is an end-to-end network without the pro-
cess of reconstruction or face image stylization. The simplest way
to create the 3D exaggerated face can be achieved by combining
several steps we conducted in section 3.1. To verify the time ef-
ficiency of our framework, we conduct step-by-step experiments
and compute the running time of every stage. Then we compute the
total time cost with each step for comparison. The results are dis-
played in Table 1. We can observe that the total running time of the
step-by-step method is 3.343s, while our method only needs 0.233s,
which verifies the high efficiency and superiority of our method.
Expression Ability. We change the caricature decoders to the BFM
face model [JR02a] in our architecture, which can not generate a
face with an abnormal shape like a pointed chin or a very long face
as we can see in the Figure 5. The PCA-based linear model BFM
can only generate faces within the normal range and does not have
the ability to exaggerate faces. Experiments show that our model
has outstanding extrapolation capabilities, which is able to express
extremely exaggerated geometric shapes.

4.4. Ablation Study

To demonstrate the effectiveness of each loss term in our network,
we perform an ablation study with different losses in Figure 6. The
pixel loss only ensures the appearance of an exaggerated face, but
the contours of the generated caricature are rather rough, which is
far from sufficient to express a caricature. The landmark loss con-
strains that the generation results have a smooth facial geometry,

Methods Time(s)
2D caricature generation 3.113s
3D mesh reconstruction 0.048s
Colored mesh 0.185s
Sum time of above 3.343s
Ours 0.233s

Table 1: Runtime comparison of step-by-step methods and our al-
gorithm.

making the outputs relatively good. However, it is still less expres-
sively with pixel loss and landmark loss. To further enhance the
quality of the generated 3D caricature, we employ FaceNet to com-
pute the identity loss to guarantee the identity consistency between
the input image and the 3D output of our method. As we can see
in the figure, the generations of the three-loss combined are much
more detailed. In particular, the mouse part is closed with identity
loss which is the same as the input, while the result without identity
loss is a little open in the third line. It demonstrates that our gen-
erated 3D caricatures preserve the identity well with the FaceNet.
We successively add pixel loss, landmark loss, and identity loss to
the objective function.

5. Conclusion

This paper presents an end-to-end automatic framework that trans-
forms a normal face photo into a styled 3D caricature with texture,
which is an extremely cross-domain task of dimension and style.
We build a caricature shape model and a texture model, which are
two decoders actually trained in the GCN auto-encoder. Our al-
gorithm is self-learned without the supervision of 3D caricature
ground truth. In particular, our 3D caricature generation system
only needs one natural face photo as input and outputs a 3D face
with exaggerated shape and detailed texture while preserving the
people’s identity of the face image.

Our technique still has limitations. Firstly, caricature is a styled
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Figure 5: Comparison of our decoders and PCA model.

Figure 6: Comparison of our method with different losses.

form of the face, and different artists can create different carica-
ture styles. Our algorithm can only generate 3D caricatures whose
styles are only from our 2D caricature images. We will conduct ex-
periments to change the style vector and improve the algorithm to
generate more styles in the future. In particular, a user study will
be employed to verify the generation ability of identity consistency
and exaggeration. Another limitation is that occasionally, the shape
of generated 3D caricatures may not be exaggerated enough and
expressive, since the 2D caricatures of training data are not always
of high quality. We will solve this limitation in future work. A con-
siderable solution is to use the improved 2D caricature generation
method or caricatures drawn by artists rather than the generation of
neural networks. Furthermore, we will try to generate 3D carica-
tures of different exaggeration degrees by augmenting the dataset
to better express satire or humor.
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