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Figure 1: Our system captures the motion of real human using single Kinect, and then retargets the motion to a virtual character to
produce animation.

ABSTRACT

The rapid generation and flexible reuse of characters animation
by commodity devices are of significant importance to rich digital
content production in virtual reality. This paper aims to handle the
challenges of current motion imitation for human body in several
indoor scenes (e.g., fitness training). We develop a real-time system
based on single Kinect device, which is able to capture stable human
motions and retarget to virtual characters. A large variety of motions
and characters are tested to validate the efficiency and effectiveness
of our system.

Index Terms: Character Animation; Motion Capture; Retargeting;
RGB-D Camera; Adaptive filter; Inverse Kinematics

1 INTRODUCTION

Nowadays the animation of 3D characters has been widely applied
in CG movies and video games. Since commodity depth camera
became popular, it is possible to capture the motion of real human
and generate an animated character rapidly. Although some toolkit
developments, such as [1], have facilitated the basic method to cap-
ture the motion of human body, the quality of raw data is limited to
be used directly, due to the data vibration and noises in the recorded
motions. The motion retargeting process adapts the motion from real
human to virtual character. Early researchers [3, 4] mainly focused
on the motion transformation between characters with different sizes
or topologies of the skeletons. Recent researchers [2, 5] tended to
compute the transformation through an existing database, which
contains the matches of the corresponding joints. These retargeting
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results are unavoidably affected by the content of the database. In
this paper, we design a real-time system for producing stable char-
acter animation using single Microsoft Kinect device. As shown
in Fig. 1, our system consists of two stages: capturing the human
motion and retargeting the motion to a 3D virtual character. We
combine and improve several the state of art techniques in our frame-
work. To reduce the computation, we take the joints extracted by
Kinect as input, then we retarget the captured motion to a character
using quaternions. The actions of turning around and actions in
side view are very common during in regular scene that occlusion
usually appears and leads to failure. In order to reduce the artifacts,
we integrate an adaptive filter and several inverse kinematics (IK)
constraints into our system to refine the result.

2 SYSTEM DESCRIPTION

According to our observation, there are two main cases when cap-
turing the motion: (1) the participant is facing the camera; (2) the
participant is turning around, and the camera obtains a side view. It
is difficult to handle the second case due to occlusion. In our system,
we solve this problem using several methods. When the body turns
around, the filter estimates the rotation angle of root, according to
the length between projections of left and right hips. During the mo-
tion retargeting stage, we set up a dictionary that stores the skeleton
hierarchy. The skeleton of virtual character is animated according
to the hierarchy. For input motion sequence, using quaternions, we
transfer the joints rotation of real human to 3D virtual character to
generate animation. Finally, in order to avoid the posture distortions
caused by the loss of skeleton, Inverse Kinematics (IK) constraints
are employed to refine the positions during capturing.

2.1 Robust Motion Capture of Human Turning and Side
View

Given a sequence of human motion data, we first calculate the 2D
projection length between the left and right hip joints to draw a
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motion curve that includes information about whether the body
rotates and how fast he moves. Through threshold segmentation,
the curve of human hips projection length can be divided into three
status: face to camera, side to camera and moving. The projection
length of hip bone L can reach two peaks: the maximum value at 0
degree (face to camera) and the minimum value at 90 degrees or -90
degrees (side to camera). Then we introduce a gradient preserving
method to smooth the motion curve when the person turning the
body. Gradient retention aims at removing noise points from the
motion curve and reducing vibration. Because the angle value of
body turning is based on the bone length mapping, if the vibration of
curve is not processed, the model will tremble when it rotates. We
classify the overall motion trend into five phases by linear filtering.
Finally, a mapping function is used to convert the hips spacing value
into the angle of human body turning.

Occlusion may appear and give rise to failure as far as tracking
results are concerned. In order to reduce the artifacts, the posture of
character model is calibrated by IK. Given the original motion of
human, we consider poses with 5 IK joints, which are reflected in
different regions (the waist, hands and feet). Due to the difficulty of
capturing at body turning process, we preset a turn-around animation
and retarget to the target model based on the angle of body turning
eventually, so that the turning motion of target model become more
realistic.

2.2 Motion Retargeting Based on Quaternions
Our method of motion retargeting can be divided into three tasks:
(1) matching the joint points into corresponding skeleton segments,
(2) the calculation of quaternion based on the skeleton segments
between current and previous frame, and (3) the deformation and
optimization of virtual model.

Connecting the bone joints of virtual character is the first step of
our method. We specify the parent node for each joint and connect
them to form the skeleton segments. Because the number of joints
and the structure of skeleton are vary from different models, we
define a data dictionary that stores the skeleton structure. After
defining the skeleton dictionary, the joints of target character are
connected to the bones, through which the movement of target
character is operated. For the input motion data, we also need to
connect the human joints captured by the RGB-D camera, according
to the same hierarchical relationship.

In each frame of the captured motion sequence, we extract the
direction vector and angular amplitude of bones. The bones of
human will perform a rotation around its base joint. The rotation
motion of skeleton segment can be expressed as a quaternion. We
calculate the quaternions of all the bones between human body and
target model. Quaternion method only transfers the rotation motions
of bones. Without the translate motions of joint position, it may
contain the artifacts such as foot floating. Thus we define an offset
for each joint based on the coordinate of root joint.

In order to make the generated animation more coherent and
smooth, the rotation angles of two adjacent frames are optimized by
interpolation method.

3 CONCLUSION AND FUTURE WORK

In this paper, we design a real-time system for producing virtual
character animation using single depth camera. Compared with
existing methods, we can directly deal with the motion data captured
by Kinect, as well as we improve the performance when occlusion
take place. In Fig. 2, we apply captured motion to four different
targets, which fully demonstrates the robustness of our system. Our
framework is capable of handling complex human motions, like
turning around and occlusion. The success of our framework is
hinging upon the following key factors: (1) After the reconstruction
of bones, the quaternion-based method for motion retargeting is
helpful for reducing vibration and noises; (2) The adaptive filter is

Figure 2: The animation results of 4 different virtual characters.

capable of estimating the rotation of the human body and recover
the motion when turning around; and (3) The motion refinement
adjusts the posture of the entire body through the IK technique which
enhances the performance in side view.

Meanwhile, our approach also has some limitations. Our method
can only recognize turns from -90 to 90 degrees. For 360-degree
turning, our method is not stable. The main reason is that our filter
can not accurately decide the direction of turning when the camera
gets a side view. We hope to improve our filter to increase the
prediction. Another problem is that after inletting IK constraints into
our system, the animation looks unnatural for some cases. In the
future, we attempt to use a data-driven method to tackle the problem.
At the same time, immersive device like Head Mounted Display
(HMD) is considered to be applied to our system.
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